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Abstract

Lately two modules which aim to improve the modeling of hu-
man reasoning have been introduced into the ACT-R cognitive
architecture – the Human Reasoning Module (HRM) and the
Pre-Attentive and Attentive Vision Module (PAAV). This is a
first attempt to create a domain-specific infrastructure as an ex-
tension of a cognitive architecture. The HRM defines the basic
functionality of two different theories in human reasoning –
the mental model theory and the mental logic theory. Thus, it
is a step towards a “unified theory of human reasoning”. In this
article we use a model of the continuity effect in spatial reason-
ing to evaluate this approach. The results show that the HRM
is a clearly more convenient way to define ACT-R models for
reasoning domains. However, as a unified theory of reason-
ing improvements are necessary before quantitative measures
of all aspects in a reasoning task can be predicted.
Keywords: Spatial Reasoning; Human Reasoning Module;
Cognitive modelling; ACT-R

Introduction
While navigating in a new environment, assembling furniture,
or setting the table we always process spatial relational infor-
mation. Consider the following abstract information:

Object A is to the left of Object B.
Object C is to the right of Object B.

The task of a reasoner is to infer a relation between the ob-
jects A and C (a generation task) or to test if a specific re-
lation holds (a verification task). If only one arrangement
(which we call in the following a model) can be built from
the given information, we call it a determinate problem, oth-
erwise an indeterminate problem. Indeterminate problems are
empirically often more difficult than determinate problems
(Johnson-Laird & Byrne, 1991). The way relational infor-
mation is presented, e.g., if the information is presented con-
tinuously, e.g., A is to the left of B, B is to the left of C, C is
to the left of D, semi-continuously e.g., B is to the left of C, A
is to the left of B, C is to the left of D, or discontinuously e.g.,
A is to the left of B, C is to the left of D, B is to the left of
C, has an impact on reasoning difficulty (e.g., Knauff, Rauh,
Schlieder, & Strube, 1998; Ragni & Knauff, 2013). We call
each sentence that contains relational information a premise.
Please note that the relational information is identical, and
only the order of the premises changes.

In order to explain human spatial reasoning processes var-
ious psychological theories have been proposed. Two ma-
jor theories are the mental model theory (MMT, Johnson-
Laird, 1983), that assumes that humans construct, inspect,
and vary mental models; and the theory of mental logic, a

rule-based reasoning theory (e.g., Rips, 1994). The mental
model theory was recently extended by the preferred mental
model theory and its computational model: PRISM (Ragni
& Knauff, 2013). To evaluate the theories their predictions
must be tested against empirical data. Consequently, we
have implemented both theories (Brüssow, Ragni, Frorath,
Konieczny, & Fangmeier, 2013) in the cognitive architecture
ACT-R (Anderson, 2007). While predictions of the MMT can
explain the data, this support is missing for the rule-based the-
ory (Ragni, 2008).

ACT-R provides principally enough “structure”, i.e., mod-
ules to model human spatial reasoning problems. Findings
from psychometrics (e.g., the Block-Tapping task, Vandieren-
donck, Kemps, Fastame, & Szmalec, 2004) to neuroscience
(Prado, Chadha, & Booth, 2011; Knauff, 2013; Ragni,
Franzmeier, Wenczel, & Maier, 2014) support that humans
use for spatial reasoning a specialized mental structure, e.g.,
an amodal or multimodal representation of objects as pro-
posed by the MMT. Hence, researchers have proposed an ex-
tension, a specialized spatial module for ACT-R (e.g., Gun-
zelmann & Lyon, 2006; Lyon, Gunzelmann, & Gluck, 2008;
Douglass, 2007).

Another recently introduced approach assumes two spe-
cialized ACT-R modules to model spatial relational reason-
ing, the Pre-Attentive and Attentive Vision Module (PAAV,
Nyamsuren and Taatgen (2013)) and the Human Reasoning
Module (HRM, Nyamsuren and Taatgen (2014)). The HRM
was introduced with the goal “to create a unified theory of
human reasoning”. Its functionality includes to build models
and to use inference rules (e.g., transitivity rules). The PAAV
is an alternative for the default ACT-R vision module, and
gives access to the newly introduced Visual Short Term Mem-
ory (VSTM), where analogical representations, i.e., mental
models could be built.

The HRM has already been evaluated with regard to its
ability to model the qualitative difference between determi-
nate and indeterminate problems in spatial relational reason-
ing (e.g., the problems from Byrne & Johnson-Laird, 1989) in
Nyamsuren and Taatgen (2014). Another aspect, as outlined
above, is to test how the HRM deals with the way relational
information is presented. Hence we created a model to ana-
lyze if performance differences induced by the continuity ef-
fect can be reproduced and which implications the continuity
effect has on the processing of spatial reasoning.

The paper is structured as follows: Firstly, we summarize
the core functionality provided by the PAAV and the HRM.
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In a second step we introduce an empirical investigation of
the continuity effect. Based on a model by Nyamsuren and
Taatgen we created an extended cognitive model. This model
was extended to solve problems from the empirical investi-
gation of the continuity effect. The model’s results are then
compared with the empirical data. A discussion of additional
properties or limitations of the modules for improving the
predictions concludes the paper.

ACT-R Modules PAAV and HRM
The authors describe their intention for providing the Hu-
man Reasoning Module (HRM) as “a single system that can
express different facets of reasoning”, including deduction
and induction, deterministic and probabilistic inference, us-
ing rules and mental models. As such, the HRM differs from
most other ACT-R modules in two aspects. Firstly, the HRM
includes a set of production rules instead of a mathemati-
cal function which models subsymbolic mechanisms. With
these production rules the HRM is able to request other mod-
ules like the declarative module. Secondly, the HRM has di-
rect access to the Pre-Attentive and Attentive Vision Module’s
(PAAV) Visual Short Term Memory (VSTM) for requesting
task-specific information.

In the first step of the reasoning process the HRM relies on
the VSTM’s functionality to store objects. The VSTM is rep-
resented by a two-dimensional array and stores two types of
information: firstly all information that was processed by the
default visual buffer is placed automatically into the VSTM.
Secondly, by an explicit request task objects are stored such
that premise information are represented. The VSTM offers
a limited capacity of objects (default: 4 objects) which are
stored for a limited amount of time (default: 10 seconds).
When the capacity is exceeded the oldest object is cleared
from the VSTM. By requesting the visual-memory buffer a
model can access an object in the VSTM. Accessing an ob-
ject in the VSTM resets the associated time stamp.

The HRM uses a specific type of chunks, the as-
sertion chunks, with three slots: a property, a sub-
ject and an object. For spatial reasoning, chunks
like (p1 ISA assertion property left-of subject A
object B) are used to represent the fact that ’object A is
to the left of object B’.

During the reasoning process all premises are stored as as-
sertion chunks in the declarative memory. As mentioned be-
fore, the HRM offers a set of production rules for two types
of reasoning, a set for forward reasoning and a set for back-
ward reasoning. Each reasoning process starts by sending a
request to the reasoner buffer. Forward reasoning is used for
generation tasks where a rather unspecified request is sent to
the reasoner buffer. The task consists of infering some in-
formation that follows given the premises in the declarative
memory. Backward reasoning is used for verification tasks
where a mostly or completely specified assertion is sent to
the reasoner buffer, e.g., specifying a subject and an object
and the missing relation has to be inferred, or a completely

specified assertion with property, subject and object is given
that has to be verified or rejected. In our experiment we used a
verification task, thus we concentrate on backward reasoning.

Backward reasoning is a three step process, the backward
reasoning pipeline. In case one of the steps succeeds prov-
ing the assertion, the backward reasoning pipeline is stopped.
In the first step (bottom-up reasoning) valid assertions are re-
quested from the VSTM based on the request. One of the
valid assertions is then randomly chosen. This step does not
involve using production rule requests to the VSTM, but di-
rect access to the VSTM. Thus accessing the VSTM does not
cost time. In the second step (declarative retrieval) the asser-
tion is requested from the declarative module. In the third step
(top-down reasoning) inference rules (like transitivity, oppo-
site rules) are used to prove the assertion. Inference rules and
assertions are retrieved from the declarative memory and for
checking the applicability of a inference rule the backward
reasoning pipeline is requested recursively. Therefore, this
step may include several requests to the VSTM and to the
declarative memory.

Experiment
In the behavioral experiment semi-continuous (SC) and dis-
continuous (DC) spatial reasoning problems were tested (cp.
Table 1). Semi-continuous problems consist of premises that
do not have terms that appear in both, the second and the third
premise. For integrating the third premise information from
the first premise is necessary. Discontinuous problems, how-
ever, consist of premises that do not have terms that appear
in both, the first and the second premise. As a result, at the
time where the second premise is presented, no information
is available how the new information can be integrated with
the first premise. This leads to different complexities between
SC and DC problems that are known as the premise order ef-
fect (Ragni & Knauff, 2013) or the continuity effect (Ehrlich
& Johnson-Laird, 1982), respectively. The goal of this exper-
iment is to allow for an in-depth evaluation of the presented
ACT-R model and therefore the respective modules.

In the following sections we call terms or objects that
appear in multiple premises common terms. Using the SC
(right) condition from Table 1, the common term in the first
and the second premise would be the term C.

Method
Participants. We tested fourty-five students from the Uni-
versity of Freiburg (27 female, mean age: 22.86 years) who
received course credit or a nominal fee for their participation.

Design and Materials. In total each participant received
64 four-term series conclusion verification problems in ran-
domized order. Each problem consisted of three premises
and a conclusion. No indeterminate problems were tested,
i.e., in all problems only one correct model could be con-
structed. Half of the problems were semi-continuous (SC),
the other half were discontinuous (DC) problems. The 32
problems in each category included 16 problems with a cor-
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Table 1: Empirically tested problem categories. Two prob-
lems have a semi-continuous premise order (SC), and the
other two problems have a discontinuous premise order (DC).
The first problem in each category demands to add terms in
the model construction to the right of already included terms
(right), the second problems to add terms to the left (left).

Category Premise 1 Premise 2 Premise 3
SC (right) B left of C C left of D A left of B
SC (left) B left of C A left of B C left of D
DC (right) A left of B C left of D B left of C
DC (left) C left of D A left of B B left of C

rect and 16 problems with an incorrect conclusion. The 16
correct/incorrect problems in one problem category varied in
the direction in which new terms need to be integrated in a
partial model (to the left or to the right) (cf. Table 1).

Procedure. Participants were tested individually in a quite
room using a computer that administered the experiment.
Preceding the experiment participants received three practice
trials with feedback. Each premise and conclusion was pre-
sented subsequently in a self-paced manner (indicated by a
key-press). As premise terms fruit names were used, e.g.,
“The apple is to the left of the orange.”. Participants were
asked if a conclusion holds given the previously presented
premises. The answer was given by pressing a key corre-
sponding to a “yes” or “no” answer. Processing times for
each premise and the conclusion were recorded as well as the
given answer.

Results and Discussion
In the empirical analysis we used linear mixed-effect models.
We examined a possible influence of the premise relations on
the processing times, also known as the figural effect (Knauff,
Rauh, & Schlieder, 1995). The investigated categories can be
seen in Table 2.

Table 2: Analyzed problem categories for discontinuous
problems. All four problems have a discontinuous premise
order (DC). The first relation names the direction where terms
of the second premise are inserted. The second relation (with
-of) names the relation inside each premise.

Category Premise 1 Premise 2 Premise 3
Right, Left-of A left of B C left of D B left of C
Left, Left-of C left of D A left of B B left of C
Right, Right-of B right of A D right of C C right of B
Left, Right-of D right of C B right of A C right of B

In each premise phase we did not find a significant dif-
ference between the four conditions. In the following data
analysis we collapsed all four conditions to one single DC

condition (premise 1: F(3,38) = 1.09, p = 0.36; premise 2:
F(3,38), p = .11; premise 3: F(3,39) = 0.23, p = .88). This
was conducted analogously for the SC condition.

We analyzed differences in the processing time in each
premise and the conclusion for semi-continuous (SC) and dis-
continuous (DC) problems. In the first premise (F(1, 40)
= .45; p = .51), the second premise (F(1, 42) = 2.81; p =
.1) and the conclusion (F(1, 41) = .26; p = .61) no signifi-
cant differences in processing time between semi-continuous
and discontinuous problems were found. In the third premise
the processing time in semi-continuous problems was signif-
icantly shorter than in discontinuous problems (F(1, 42) =
22.56; p < .0001). Figure 1 shows a graphical overview of
the results. These results support the assumption that in dis-
continuous problems additional processes, especially in the
third premise, are necessary to process the respective premise
and to integrate information into the mental model.

Additional to the differences in semi-continuous and dis-
continuous problems we investigated which strategy could
be used in discontinuous problems. In these problems the
first and second premises do not share a common term. As
a result, no integrated representation can be constructed af-
ter the second premise was presented. Two different strate-
gies have been proposed in the literature to handle this situa-
tion; (1) both premises are integrated into one mental model
(e.g. adding the terms of the second premise to the right of
the terms of the first premise), the information from the third
premise then may result in a belief revision (Nejasmic, Krum-
nack, Bucher, & Knauff, 2011); (2) For both, the first and
second, premises separate models are constructed, when the
third premise is presented those models are integrated. In or-
der to determine which strategy was used by the participants,
we analyzed the response time in the third premise. In strat-
egy (1) it was proposed that terms in the second premise are
integrated into the mental model. If this information is incon-
sistent given the third premise a belief revision mechanism
is used. As a result, the response time in the third premise
should be significantly higher if belief revision is necessary
(e.g., DC (right) vs. DC (left) in Table 1). This effect was not
found (F(1, 41) = 0; p = .98).

ACT-R Model
Model Description
Original model by Nyamsuren and Taatgen (2014). They
created a cognitive model to demonstrate the functionality of
the HRM and the PAAV’s VSTM in spatial reasoning tasks.
For their demonstration Nyamsuren and Taatgen chose deter-
minate and indeterminate five-term problems in a generation
task setting with two-dimensional relations as introduced in
Byrne and Johnson-Laird (1989). The model clearly focused
on mental model construction in the VSTM and the reason-
ing processes in the HRM. Therefore, premises were placed
directly in ACT-R’s imaginal buffer. In order to represent all
terms in one problem in the VSTM the capacity was increased
to five objects.
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For evaluating the quality of their model and, there-
fore, their modules they compared correctness in determinate
and indeterminate problems with existing experiments (e.g.,
Byrne and Johnson-Laird (1989)). The model predicts 100%
correctness in determinate problems. In indeterminate prob-
lems, due to several possible valid mental models, errors only
occur during mental model modification.

An important aspect of Nyamsuren and Taatgen’s model
is the integration of new information into the VSTM. When
the second premise is presented the terms of the first premise
have already been included into the VSTM. In order to in-
tegrate the terms of the second premise the model checks
whether the object of the corresponding assertion is already in
the VSTM. If this is the case, the subject is integrated into the
VSTM with regard to the relation represented by the property.
If the object is NOT yet in the VSTM the opposite relation is
requested from the HRM. As a result, the model makes some
interesting predictions about the time to integrate premises
into the VSTM.

Extension for the Continuity Effect. In order to model
the continuity effect with the HRM and PAAV, we extended
the cognitive model by adding the functionality necessary to
solve discontinuous problems.

Instead of placing premises into the imaginal buffer di-
rectly, we used the ACT-R vision module to read premises
and conclusions from the screen. Premises and conclusions
are presented in the form of ”A L B” representing the sen-
tence ”A is to the left of B”. Similarly, in order to include
the self-paced character of our experiment the model pressed
keys (using the manual buffer) to view the next premise or
the conclusion. As in the experiment processing times and
answers were recorded.

We presented all premise information visually, so all
chunks from the visual buffer were inserted into the VSTM
automatically. This had an impact on the model’s predic-
tions. Including the manually added term information a max-
imal capacity of 13 objects was necessary. In order to counter
this effect we extended the model by a rehearsal mechanism.
Each time premise information is integrated in the VSTM
and before the model views the next premise all manually
added objects into the VSTM are rehearsed. As a result, only
the visually presented premise information is removed from
the VSTM and terms from the mental model are held in the
VSTM. With this mechanism still a maximum capacity of 7
objects is necessary to hold the complete mental model in the
VSTM. Note that the rehearsal mechanism has no significant
impact on differences in the evaluated problem categories.

In order to also allow for the processing of discontinuous
problems additional changes to the model were necessary. As
explained in the Experiment Section there are two possible
strategies how discontinuous information can be integrated.
Empirical data suggests that premise information are only
integrated after they can be linked by a common term, i.e.,
when the third premise has been presented. However, differ-
ent implementations of this strategy are possible. We chose

the strategy to keep the first premise inside the VSTM and to
store the information from the second premise in an assertion
chunk in the declarative memory. Once the third premise is
presented and integrated into the VSTM the assertion chunk
is recalled from the declarative memory. The model checks if
there are now common terms in the assertion and the VSTM
and when a common term is found, the information from this
assertion is integrated into the VSTM.

Model Evaluation

Premise processing times. Figure 1 shows a comparison
between the model predictions and the empirical data for the
processing time of the three premises in the semi- and discon-
tinuous problems.

For evaluating our model for the continuity effect we com-
pared model predictions with the overall response time and
the processing time for all premises. In the premise process-
ing phases the overall response times could not be predicted.
The integration of all the premises is too fast compared to
the human reaction times. For this reason we concentrated
on comparing the qualitative reaction time differences. We
found that for the first and the third premise the reaction time
trends could be modeled. While the first premise has no sig-
nificant difference for both continuities no differences could
be found in the model predictions. For the third premise a
significant difference between semi-continuous and discon-
tinuous problems could be found. The model predicts higher
processing times for discontinuous problems due to the inte-
gration of the postponed integration of the second premise.

For the second premise we did not found a significant
difference between semi-continuous and discontinuous prob-
lems. The model, however, does predict a lower processing
time for discontinuous problems than for semi-continuous
problems. After noticing that no common term can be
found in the VSTM the model stores the second premise in
the declarative memory without integrating terms into the
VSTM.

Correctness and Conclusion Answer Time. In order to
evaluate our choice concerning the maximum capacity of the
VSTM we used correctness as a measure. Table 3 shows the
correctness for correct and incorrect conclusions of the empir-
ical data (H) and for capacities of 4 (default) to 7. For incor-
rect conclusions the model predicts a correctness of 100% for
each capacity. For correct conclusions the correctness drops
from 100% to under 50% when the capacity is not sufficient
to store all terms in a problem. There is no capacity which
predicts the human correctness. The reason for this rapid
drop in correctness is the switch between the mental model
approach and the rule-based reasoning approach in the top-
down reasoning process. Inference rules (e.g., transitivity) are
used to validate a conclusion. This process includes several
requests to the declarative module and, thus, is highly error
prone. It can also be noted that with the current module im-
plementation the correctness for incorrect conclusions cannot
be lower than 100%. The reason is that there are no mecha-
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(a) First premise. (b) Second premise. (c) Third premise

Figure 1: Processing time for the first, second, and third premise comparing human data and model predictions for semi-
continuous problems (SC) and discontinuous problems (DC).

nisms to accept an incorrect conclusion in the top-down rea-
soning mechanism.

A comparison between the empirical data and the model
predictions for a VSTM capacity of 7 shows that the time
to reject an incorrect conclusion is significantly higher than
to accept a correct one (cp. Fig. 2). In the latter case only
the VSTM needs to be checked. In contrast for an incorrect
conclusion all three steps including the top-down reasoning
mechanism is necessary before a rejection.

Table 3: Proportions of correct answered problems in empiri-
cal data (H) and model predictions for VSTM capacities of 4
to 7 comparing correct and incorrect conclusions.

H 4 5 6 7
Correct 0.74 0.24 0.27 0.47 1.0
Incorrect 0.84 1.0 1.0 1.0 1.0

Figure 2: Time to process a conclusion and give an answer
for correct and incorrect conclusions.

Conclusion
The Human-Reasoning Module (HRM) aims “to create a
unified theory of human reasoning” (Nyamsuren & Taat-
gen, 2014). The module achieves this mainly by introduc-
ing two major changes to the ACT-R philosophy. (1) The
HRM includes a set of production rules instead of a mathe-
matical function which models subsymbolic mechanisms; (2)
the HRM has direct access to other modules, especially the
PAAV. (1) introduces a certain flow of information and con-
trol into the ACT-R system which cannot be influenced by the
modeler. This introduction of limitations to the ACT-R archi-
tecture restricts what can be explained and adds effects that
cannot be explained. Of course, introduced restrictions to a
cognitive architecture must be theoretically sound and empir-
ically validated. The aim of this paper is to evaluate these
introducted restrictions by analyzing a model for the continu-
ity effect.

The presented model is able to predict empirical data for
the processing of the first and third premise, but not for
the second premise. In discontinuous problems, the second
premise cannot be integrated into the existing mental model.
Our model stores this premise in declarative memory to recall
it later. Other approaches, like the spatial buffer of Douglass
(2007) or in the Spatial and Visual System of the cognitive
architecture SOAR (Wintermute, 2009) use hierarchical spa-
tial objects. An extension by such a mechanism should be
evaluated.

Especially in the construction phase of the mental model
overall response times could not be predicted. The model
is too fast in the integration of all the premises. The HRM
does not include any assumptions on this phase in spatial rea-
soning. The switch from a mental model-based approach to
a rule-based approach only occurs when a conclusion must
be validated. Thus, additional process assumptions should
be considered, e.g., focus operations defined in the PRISM
model (Ragni & Knauff, 2013).

The correctness could not be predicted as well for several
evaluated capacities associated with the mental model repre-
sentation. For incorrect conclusions the correctness is in each
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case 100%. In case of correct conclusions the correctness
drops from 100% to under 50% as soon as the capacity is not
sufficient to hold all terms in a problem. Orthogonally, the
response time for a correct conclusion is significantly lower
than in the empirical data if all information is accessible in
the VSTM. In order to address these issues a decay mecha-
nism instead of a fixed capacity should be considered to limit
the mental representation.

To conclude, the HRM and PAAV are interesting ap-
proaches to allow for a more convenient model definition and
to introduce restrictions to ACT-R. Additional improvements
are possible to better predict empirical effects in higher-level
cognition using ACT-R.
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